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KVM & m5 Utility



Fast-forwarding with KVM

• We can fastforward our simulations, 

e.g., for the beginning parts that are not 

within the ROI, like booting.

• gem5 supports switchable CPUs.

• We use KVM or Atomic CPU to simulate 

the non-essential regions of the code.

• Then we switch to the desired CPU, e.g., 

Timing CPU.



m5 Utility

 It provides a command line and library interface for special operations 

in gem5.

 These operations are requested by the simulated software to perform 

special behavior which is recognized by gem5 and not the host!

Run on host 
X86/KVM



m5 Utility Trigger Mechanisms
 Instruction (--inst)

 gem5’s CPUs interpret instructions one at a time using gem5's ISA definitions.

 Semihosting

 a mechanism to interrupt normal execution and trigger some sort of behavior in a 

containing host.

 Address Range (--addr)

 a specially set aside range of physical addresses, to trigger special behavior by gem5

Trigger gem5 Native KVM

Instruction YES -

Semihosting ARM -

Address ARM/X86 YES



m5 Utility Trigger: Address Range

 Added for the KVM support of m5 utility.

 It is based on MMIO (memory-mapped IO).

• When a read or write is targeted at that range, instead of a normal device or 

memory access, a gem5 operation is triggered.

 The default address range starts at 0xffff0000.

 Format to use: m5 --addr op



m5 Utility + KVM

Let’s see an example ☺



Memory System



Memory System

• gem5’s memory system is consisted of two main components:

1. Memory Controller 

2. Memory Interface(s)
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Memory Controller

• Once received the packets, MemCtrlr:

• enqueues them into the read and write queues.

• manages the scheduling algorithm to issue read and write requests.
• FCFS, FRFCFS

…
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Memory Interface

• The memory interface implements the architecture and timing parameters of the 
chosen memory type.

• It manages the media specific operations like activation, pre-charge, refresh and 
low power modes, etc.

…

Memory System
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gem5’s Memory Controllers

qos::MemCtrl :
public ClockedObject

MemCtrl()

Interface
(DRAM/NVM)

HBMCtrl()

HeteroMemCtrl()

DRAM
Interface

NVM
Interface

HBM2
Interface

HBM2
Interface

Source code: gem5/src/mem 



gem5’s Memory Interfaces

AbstractMemory:
public ClockedObject

MemInterface()

NVMInterface()

DRAMInterface()

DDR3

DDR4

HMC

WideIO

LPDDR 2,3,5

GDDR5

HBM1

HBM2

NVM

Source code: gem5/src/mem 



Configuring Memory Controllers & Interfaces

For full list of their configuration options, investigate their Python object files in: gem5/src/mem 



Configuring Memory Controllers & Interfaces

For full list of their configuration options, investigate their Python object files in: gem5/src/mem 



Thank you!
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